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Abstract

The advent of artificial intelligence (Al) interfaces that are accessible to the general populace, in the
form of large language model (LLM) chat bots, brought the field of Al to the forefront of conversations
on technology laws. These highly visible LLMs train on massive corpora of data from across the in-
ternet, amplifying questions as to the privacy implications of Al and the challenges for transparency,
explainability, and auditing. While the recent proliferation of LLMs has increased awareness of the use
and misuse of far-reaching technologies, governance and privacy for AI must not ignore past lessons on
regulating technologies. With this work, we emphasize the existing domains relevant to Al governance
and argue that while there are challenges and nuances for privacy, policy, and compliance in Al, it is
generally still automation. Rather than focusing on specific algorithms, data set sizes, or parameter
settings, we put forth an organization of the different life-stages that an Al deployment goes through as
well as the lessons from relevant sub-fields. We highlight how focusing on the impact and consequences,
both intentional and unintentional, provides a better grounding for domain experts and provides the
path for connecting technical communities and governance communities to make effective regulations
and policies for AL

1 Introduction

The “Internet Age”, “Digital Age”, or “Information Age”, depending on your terminology of choice, refers to
the time period of the mid-twentieth century and is largely associated with the impact of information technology
and computers on society [25-27]. There is no clear demarcation between the information age and the recently
termed “age of AI” corresponding to the rise in prevalence of artificial intelligence (Al). However, we can
largely attribute the prevalence of the phrase, “age of AI”, to the significant shift in a specific sub-field Al,
that of language modeling, between the years of 2019 and 2023. In particular, the release of a chat interface
from OpenAl in 2022 accelerated public facing systems explicitly marketed as Al [97], such as Al chat bots
incorporated into search engines [72] and social media platforms [15] as well as chat bot specific platforms [38,
57,114, 149].

Legal questions and consequences in regards to Al are both currently increasing at a notable rate. For
instance, proponent organizations for Al use in high-risk settings, like cognitive therapy, have persisted despite
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persistent and tragic consequences [73, 89, 103]. Efforts towards adoption in high risk domains have given rise
to legal questions and legal actions. For example, there are ambiguities in regards to whether therapy-style
exchanges between a person and a chatbot will be held to the same standards of protection requirements that an
actual cognitive therapist would be held to. Despite such legal questions, chatbots have already been put forth for
use as a therapist [128]. There is also already a record breaking large class action lawsuit for copyright violations
against organizations which develop and release generative Al [10]. Further, Al apps have been displaying user
interactions with the chatbot that contained personal information such as both medical and legal topics [124].
Recognition of public concern that has arisen from these instances and others has already influenced regulators
in regards to broader data protection regulations and privacy, such as in the case of the UK Commissioner’s
Office guidance about data collection and data transparency [17].

As public access to tools marketed as ‘Al’ increased rapidly, concerns about potential harms have also
increased, as seen in emergent regulations as well as in media articles and statements from advocacy groups [13,
49,50,94,104,118]. The EU AI Act, which went into force in 2024, with full effect in 2027, was proposed
in 2021 [49]. In mid-2025 a collection of organizations brought forth “The People’s Al Action Plan” as a
counter view to the Trump administration’s stance on Al policy [118]. The people’s plan emphasizes that Al
should be guided and regulated in ways that center social good, public well-being, accountability, equality, and
environmental preservation. Also in 2025, the G7 leaders released a statement on Al in which they set out a
human-centered view which advocates for many of the same things of the people’s plan, such as considerations
for energy demands, impact on majority world countries, as well as impact on the workforce [54,93]. As Al
increases in use, mitigating harms associated with it, specifically bias, surveillance, job loss, and misinformation
require greater efforts from appropriate governance [94,104, 151].

Calls to action, from the public and relevant technical experts, in regards to Al regulation is reminiscent of
calls in prior “Ages” where concern for the harms from quick adoption of technology were prevalent [75]. For
instance, consider the industrial age and cloth-making. Those most impacted by new machines for spinning and
making cloth were the industry professionals in the textile industry. These workers would become known as
the Luddites for their objections to the factory model. Their concerns echo the modern day in regards to job
loss and injury from insufficient labor protections and lack of safety standards which historically led to loss of
life and major injuries for early-adopters of the new technologies [102]. While the abysmal safety standards in
the early factories are regarded in modern times with great negativity, the consequences of these practices were
not unknowable, even at the time. We, in the current age, do not have to make these mistakes. Instead we can
recognize the historical patterns of fast adoption of technology leading to harms, whether it is cloth-making,
automobiles, or social media [75, 98, 140]. Specifically, we can initiate the development of what prerequisites
are needed to ensure an Al deployment can satisfy existing requirements for each application domain, and
support research and innovation efforts towards creating those prerequisites. We are not facing a challenge of
how to balance regulation and innovation, a not uncommon juxtaposition [61], rather we have the opportunity
for regulation to be used to guide innovations we otherwise would not recognize are needed. In this work, we
focus on a path towards identifying such innovations, that may address harms to social and functional norms
associated with privacy, including both technical solutions as well as policy and compliance efforts.

Contributions. We emphasize that the literature on Al, governance, privacy, and their intersections is vast.
Significant bodies of work exist on protections of privacy in Al, largely focused on machine learning (ML) [53,
117], on Al governance [2,7,96], and on communication and social implications of Al and automation [12, 36,
77,81,109]. With this paper we do not aim to match the depth in each and every one of these disciplines. Rather,
we bring them together in this work to highlight the breadth of these areas and how what is known relates to
the field of Al both in terms of possibilities and limitations. To this end, we provide an overview of relevant
subdomains including privacy, policy, compliance, and the field of AIl. We then walk through the stages of Al
to illustrate where challenges exists, what solutions have been investigated, and the different stakeholders and



decisions they make throughout the stages of an Al deployment.

Organization. This paper is organized as follows. Section 2 contains an overview of the concept of privacy
and particular interpretations of privacy that intersect with the domain of Al. We discuss the meaning of the terms
policy and compliance in Section 3 with a focus on highlighting the differences between how the term ‘policy’ is
employed in computing science and engineering research in discussions of regulatory measures and governance
versus how policymakers and related decision makers use the term policy. Section 4 is a review of how the term
artificial intelligence has evolved over time, with a focus on how the visibility of Al has changed over time.
Finally, in Section 5 we present our discussion of each of the above concepts throughout our structure of Al life
stages where we discuss how at each stage decisions are made that impact who an Al application impacts with
consequences, where existing technical mitigation strategies can be employed, and how these vectors relate to
efforts to regulate Al and evaluate Al applications for compliance.

2 Privacy

Conceptually, the notion of privacy is incredibly complex. It is influenced by societal and cultural norms, as
well as an individuals own understanding, preferences, and expectations in regards to having privacy. Privacy,
while complex, is also very intuitive and simple. While these may seem like contradictions, the reality is that the
simplicity corresponds to everyone having an intuitive notion, or mental model, of what is meant when they hear
privacy. For instance, we have insight into people’s mental models of privacy for hundreds of participants across
all ages from Oates et al., where their participants each provided illustrations of what privacy meant to them,
some of which were turtles, some locks, and some bathrooms [110]. In terms of capturing the complexity of
privacy, there have been many efforts at formalizing privacy including Nissenbaum’s Contextual Integrity [106,
107], Westin’s categories of privacy attitudes [87, 147], and Solove’s theory of privacy [132].

If we both generalize and simplify these theories of privacy, then we can takeaway that they each formalize
some notion of what is being protected and from who, and who gets to decide what is being protected and
from who. In the case of contextual integrity, this formalization is done via norms and the appropriateness of
information flows, where both norms and information flows have very particular meanings within the theory of
contextual integrity. For Westin’s categories of privacy attitudes the formalization is done through illustrating
what an individual would be willing to share and with who, based upon what category of individual they are
within the three categories of a privacy fundamentalist, privacy pragmatist, or unconcerned. Finally, Solove’s
taxonomy also captures what is being protected, from who, and who gets to decide by synthesizing different
notions of privacy and considering the implications of different settings in terms of privacy. While each of these
theories, and more [3, 120], could be applied in depth to understanding and formalizing privacy in the context of
Al we focus on the mitigating and protecting efforts, in particular ones that are reflected in proposed and existing
regulations. We discuss different approaches in the context of how they are framed as proxies for privacy and the
consequences of such framings. We emphasize that while we put forth each privacy formalization in isolation,
specifically data protection, consent, and quantifiable measures, none of these will be sufficient on their own and
we highlight weaknesses for each.

2.1 Data Protection as Privacy

Data protection is not necessarily privacy protection. However, there are both regulatory frameworks, such as
the European Union’s General Data Protection Regulation (GDPR) [142] and Canada’s Personal Information
Protection and Electronic Documents Act (PIPEDA) [113], as well as privacy enhancing technologies, such as
differential privacy [45], that work within a worldview where they prioritize protecting data. The existence of
data protection laws does not prevent the existence of additional privacy laws like in the EU [37]. However,



even the existence of privacy focused regulations does not prevent the usage of data protection regulations as a
proxy for privacy protections. That is, systems, both technical and regulatory, are formulated around the idea
of data. Such protections may encompass what is permissible in terms of how data is collected, how it is used,
and how it is accessed. However, in the most strict sense, this abstract notion does not necessarily capture the
privacy implications, as it does not have a formal connection to how the use or processing of the data impacts the
subject of that data. When we use the term data in computing science, engineering, and even within regulatory
documents, the term is a useful and convenient abstraction that captures the notion that there is some form of
information that is about something. In practice, that something the information is about, is often a person, who
is the subject of the data.

Definition 1 (Adapted from Def. 2 [76]): A data subject is an entity whose data, including information about
them or generated by their action or inaction, is present in the data set being computed over (e.g., a training set
for ML or statistical analysis) and the data describes the subject or their attributes.

Definition 2 (Adapted from Def. 3 [76]): A data owner is an entity that holds a dataset that is being con-
tributed to some data analysis (e.g, towards training a ML model or statistical analysis) which is made up of
data that originates from one or more data subjects and may or may not include the data owner as one of the data
subjects.

In the above two definitions, neither specifies what the data actually is nor its attributes. For instance,
whether the data is considered personally identifiable information (PII), pseudonymous, or anonymous is a
factor by some regulations for how it is treated [48, 113, 153]. However, the reality is there is no consensus
on a rigorous interpretation of these terms such that there are clear delineations as to whether something is, for
example, sufficiently anonymous. Different treatments of data based on how it has been classified by regulations
may also fail to capture how it might impact the subjects of the data and whether they agreed for their data to
be used in such cases. No matter how the data is protected or perturbed, there is always something that is being
learned from that data or the analysis would not be done in the first place [153]. As demonstrated in a 2023 study
from Kacsmar et al. [76] the necessity of something being learned does not escape members of the populace,
who in general are the data subjects whose information is used in the analysis, as highlighted by a participant
who stated “At the end of the day, they’re still like learning specific things about me” (P7) [77].

When speaking of data and data analysis, not only is something necessarily being learned, but also there
are necessarily one or more parties that contribute to the analysis and correspondingly learn the results of the
analysis. Who these parties are, which of them learn the outputs of the analysis, and what type of industry they
are in; all impact the perceived acceptability for members of the populace [78]. Despite the impact of these
factors, regulatory treatments of data as privacy protection and technical protections of data to protect privacy
are formulated and presented using the abstraction of “data”. Data is what is being protected, and thus is what
is being regulated, despite the issues associated with the abstraction as stated by E.M. Renieris, that “Trying to
regulate data as such is like trying to regulate technology as if it has a common definition or clear contours-an
exercise in futility” [123]. Certain domains, in particular health data, are sometimes treated as special, with
their own laws, beyond the general concept of data [138]. However, despite additional protections being placed
on certain types of data in a particular jurisdiction, it is still possible for it to fall outside of the scope of the
particular laws. For instance, there are cases of health data falling outside of health focused regulations and
leading to cases where datasets with health information are being sold [115]. There are even specific cases
where the sold datasets include mental health conditions alongside demographic information of the person or
individual names and home regions [33]. Thus, the notion of data protection as privacy is lacking any human-
centered considerations for privacy. One common way of incorporating a small amount of human-centered
consideration is via our next notion, using consent management as privacy.



2.2 “Consent” Management as Privacy

The plethora of opt-out, click-to-continue, consent windows that have become the norm in our society are an
example of consent management as privacy, and an illustration of its weaknesses [9]. Specifically, as regulations
required companies to communicate when they collect data, what data they collect, and what they collect it for,
these companies sent out updates to privacy policies, added cookie banners to their web pages, and other such
modifications as the strategy for being compliant with regulations through a consent-based process [67,112,135].
However, while there are a multitude of prompts requesting someone agree before they use a service or platform,
it is a stretch to refer to the responses to these prompts as consent. The privacy policies and cookie banners,
written and provided by legal experts for an organization, are provided to any person wanting to use the system as
an all or nothing agreement. If you want to file your taxes using a particular tax software, you are not provided
with a way to do so without agreeing to their policy. In short, these consent management strategies, such as
privacy policies can be considered an specific example of the general class termed contracts of adhesion [69,
82]. A class of contracts that are hardly read and may even include terms and conditions that should not or
cannot be enforced. Privacy policies are a core document used to convey how data is used and collected by
companies despite it being long established that these documents are hard to read and rarely read [101, 111].
The inaccessible nature of privacy polices, and the inclusion of contentious terms, is even reflected in a decision
in Canadian privacy law. Specifically, in Canada (Privacy Commissioner) v. Facebook, Inc. 2024 FCA 140,
which decided Facebook failed to meaningfully get consent from its users, it was stated that:

“Whether consent is meaningful takes into account all relevant contextual factors; the demographics
of the users, the nature of the information, the manner in which the user and the holder of the
information interact, whether the contract at issue is a one of adhesion, the clarity and length of the
contract and its terms and the nature of the default privacy settings” [21].

The challenges associated with using “consent” as a proxy for privacy do not end at inscrutable and lengthy
privacy polices. We also have to account for how organizations have been found to use techniques to manipulate
people into selecting options that may not be in their best interest. These techniques are broadly referred to as
dark patterns and can be found in online shopping sites, mobile apps, and digital interfaces more broadly [18,63,
99]. This is not to say consent should not be considered. Rather we mention both the issues with privacy policies
and manipulative practices to highlight that while systems “request” people indicate agreement to some practice,
these people have other priorities beyond reviewing privacy documents. Instead of expending time deciphering
legal jargon, people are focused on whatever primary task is associated with the software they are accessing. For
instance, consider the company Wealthsimple which purchased another company, SimpleTax [66]. Shortly after
this purchase, the prior promise from Simpletax that indicated they would never sell your data was removed,
indicating that going forward continuing to use the software to file taxes in the future would require agreeing
to their terms and conditions; which no longer promised not to sell your data. However, an individual facing
this update would have to decide to leave an ecosystem that they had previously been using for the important
task of completing their taxes. The question then becomes, is a person who continues to file their taxes with this
software actually consenting to the new terms and conditions, or are they just trying to do what has to be done,
and get their taxes in on time?

It may be tempting to evade this problem by stating that a person who chooses to use a platform despite it
lacking privacy protections is choosing to act against their own privacy interests. More extreme arguments may
take the form that regardless if a person claims to care about privacy, their actions indicate that they do not hold
such values. This framing, that people who act against their own privacy interests, while they claim to care about
privacy, is referred to as the privacy paradox [43,85]. However, this is an oversimplification of the reality people
face. That is, we must consider the infeasibility of being informed via privacy policies, the use of dark patterns,
and that people have a different primary task than preserving their privacy which all together means that while
these people may act against their own privacy interests, the reality is that it is incredibly hard for them to do



otherwise [122]. The natural followup to this conclusion is that since it is too difficult, essentially infeasible, for
the populace to preserve their own privacy interests, technologists and regulators must develop solutions to aid
in protecting these individuals privacy. Once such solutions emerge, we next must determine a way to decide
whether the solutions are sufficient and a way to test that sufficiency.

2.3 Quantifiable Measures as Privacy

Technologists, when making technical systems, develop quantifiable measures to evaluate their work. Technical
solutions for privacy have several measures that serve as proxies for how much privacy is lost or the maximum
amount of privacy that can be protected. For example, there are technical notions of data anonymity, syntactic
notions of privacy, which formalize a particular way of enforcing data anonymity. These notions include k-
anonymity [126, 127], ¢-diversity [95], and ¢-closeness [90]. Consider the following high-level formulations.

Definition 3: For k-anonymity [126, 127], there must be at least k records that match any subset of potentially
identifying values (quasi-identifiers) that are returned for a query on a given dataset.

Definition 4: Extending k-anonymity, /-diversity [95] adds the requirement that for any sensitive attribute, there
should be at least £ distinct values represented in the returned response.

Definition 5: Once again extending the data protection notion, the property of t-closeness [90] adds the re-
quirement that the distribution of the sensitive attribute and the distribution of the whole data sample should
differ by no more than a threshold of ¢.

These three notions, which provide increasingly formal requirements for data protection, have their uses,
in particular for data analysis and data release. However, they do not lend themselves nicely to privacy in Al
systems. Al system do not have the same form of data release and thus cannot employ the same protections as
query-response based data releases.

In the case of Al the quantifiable notions of privacy employed are either semantic or empirical. The prevalent
semantic notion of privacy is differential privacy [45,46], which can be applied to data directly or to the output
of a function. Since its formulation in 2006, variations on DP as well as particular ways of applying DP to
specific ML algorithms have been developed [53]. For reference, we include the formulation of e-Differential
Privacy and discuss conceptually the privacy guarantees that it provides.

Definition 6: (c-Differential Privacy [45]). A randomized mechanism M : D — F provides e-differential
privacy iff for all neighbouring inputs D, D’ € D, ie., differing in one element, and all subsets F' C F,

Pr[M(D) € F] < ePr[M(D’) € F|], where the probability space is M’s coin tosses.

When used correctly, differential privacy (DP) can effectively protect against leaking information as to the
presence or absence of a data point in a calculation. The general idea is that when using DP, an adversary
observing a differentially private output of a mechanism is sufficiently unlikely to be able to distinguish between
a case where a data element was included in the dataset the mechanism computed over versus a case where that
same data element was not included in the dataset.

One way of measuring the success of this protection, outside of its theoretical guarantees, is through an
empirical measure of the effectiveness of an attack on a conventional ML model versus one trained using DP [71,
74]. An attack where an adversary aims to determine whether a target data element was included in the training
dataset or not, is aiming to execute a membership inference (MI) attack [131]. Thus, through testing the attacks,
we can generate a measure of information leakage both by evaluating training time attacks and test-time attacks,
the latter of which encompasses the area of inference attacks and can be targeted at various deployed ML



models [55, 68, 117]. Inference attacks executed by an adversary may target leaking information about the
training data as well as model parameters. Assessing the success of inference attacks does not guarantee the
non-existence of more sophisticated attacks where additional information leakage may occur. However, by
testing models for their susceptibility to known inference attacks, we can get a measure of the minimum amount
of privacy leakage that is occurring [92], as long as awareness is maintained that there may be greater privacy
leakage than can be assessed via this evaluation. In summary, while quantifiable measures can give us guidelines
to work towards, they are not all encompassing and may be vulnerable to yet undiscovered privacy attacks.
We also cannot only focus on the risk of privacy attacks and must also maintain an awareness that although
quantifiable measures are useful to us as technologists, when measuring social or human-centered notions like
privacy, they will never be a perfect proxy. Thus, our measurements require careful evaluation, as with all the
prior privacy notions we discussed, to determine whether their protections are appropriate and sufficient for any
given deployment.

Privacy is a multifaceted concept. Even when focusing on Al, each of the different notions of privacy
need to be utilized collectively and in context for any technological deployment to include appropriate
consideration and protection of privacy.

3 Policy and Compliance

Policy and compliance are entwined within any effort to regulate technologies. Who contributes to formulating
regulations and policies impacts the identifications of potential harms and relevant protections [7]. The breadth
of expertise required is a factor for addressing challenges associated with innovations on what are often already
relatively novel technologies. To construct clear and meaningful governance for Al, policymakers and technolo-
gists need to be able to use common language and definitions for Al for policy, and for harm [62,86]. Otherwise,
challenges will persist due to how each of these parties may regard the consequences of violating societal norms
and expectations like privacy [2].

3.1 The Meaning of Policy

Policy is a broad-reaching non-specific term used to capture a lot of different ways of documenting expectations
or requirements for individuals, groups, and governments. Policies can be written within a company about
both their internal practices and their external practices for employees and users of the products or services
they provide. Schools can write policies about expected behaviors and procedures for students, instructors, and
administrators. Finally, policy can also be used to refer to contracts, regulations, and laws, including those from
governments.

Research in computing and engineering refer to recommendations for policy and policymakers regularly,
but generally neglect to distinguish between the different forms policy instruments can take [60]. Consider,
for example, the Government of Canada, which provides explanatory documents on their website for “policies,
directives, standards and guidelines” that capture what these terms mean within the Canadian government [59].
The term policy in these documents refers to mandatory responsibilities that face internally, meaning they apply
to officials and deputy heads, with directives guiding how these internal actors are to comply with policy. Less
stringent documents include guidelines, which are voluntary, providing advice and recommendations rather than
requirements. Laws and legislation, and in some jurisdictions also regulations, are what define protections for
the citizens of a populace, via placing requirements that apply to organizations and individuals within the legal
jurisdiction. Overall, despite how it is used within computing science, the term policy itself, does not necessarily
correspond to a regulation or legislation, though it may contribute to the development of such things.



Definition 7 ( [59]): “A policy is a set of statements of principles, values, and intent that outlines expectations
and provides a basis for consistent decision-making and resource allocation in respect to a specific issue”.

Mandatory policy instruments, which are enforced via laws and regulations, and more voluntary policy in-
struments can have beneficial outcomes for the populace. Determining which type of policy instrument is most
appropriate is likely outside of the expertise of many technologists. However, by communicating to ‘policy-
makers’ whether a given recommendation requires everyone partake in order to have the desired outcomes or
whether it is still beneficial when only a few organizations partake, is a good starting point.

3.2 Compliance

The fundamental notion of compliance is for parties to follow the requirements of pertinent laws. Which laws are
pertinent is a question not just of the technology being used or the domain it is being used in, but also a question
of territorial reach. While some laws may apply, not just within their physical jurisdictions, but also to citizens of
its jurisdiction when they are outside of it, many laws are localized within geographical borders [48, 142]. Data
technologies, including internet services and Al, cross these jurisdictional and geographical boundaries, as the
use of such technologies and their corresponding impacts on people are not bound within territories. This leads
to courts making decisions as to which jurisdictions’ laws are to be applied in the case of cross-jurisdictional
cases [108].

Compliance requirements give rise to concerns about monetary cost as well as how to ensure systems are
auditable in a way that is transparent to the entities that enforce compliance [64, 129]. As new requirements
come into effect, companies need to take action, with actions corresponding to changes in processes that can
require additional infrastructure, training time of staff, and even just loss of efficiency as employees adapt to the
new processes. As a consequence of these, the actual actions a company takes in their effort to be compliant
may focus on following the exact letter of the law in a way that most minimizes impact on the company’s status-
quo. The ways companies act to comply with regulations significantly impacts whether the regulations provide
protections, in other words, whether the spirit of the law holds up [9].

As companies enact their practices for emergent technologies or novel applications of existing technologies,
such as Al, it can become a competition to establish the best practices and standards that may influence the
development of formal laws and oversight. These proactive policies may be very sound, however, focusing on
them presumes that the organization is able to set aside its own business goals to produce a beneficial policy
that could be applicable more broadly; a perhaps unfair expectation to put on companies’ teams [151]. Prac-
tices where an organization complies in this way, evading the spirit of the law, has been termed ‘“avoision” by
scholars [79, 137]. Yew et al. have already examined the potential for avoision in the context of the EU Al Act
where they identified behaviors which currently, plausibly, and technically, comply with the act while leading to
consequences that are contrary to the spirit of the regulation [152]. Therefore, to ensure laws and policy main-
tain the important outcomes that motivated their construction, we cannot understate the importance of including
compliance considerations and challenges across all stages of developing, deploying, and moderating Al.

Technologists use policy to refer to both mandatory and guiding responsibilities for private and public
organizations. Divergence in meaning when crossing communities causes issues on both sides, whether it
is how policy makers speak of Al or how Al experts speak of policy. These misunderstandings only serve
to escalate the issues in the already difficult domain of compliance.




4 Artificial Intelligence

The phrase artificial intelligence itself leads to confusion and misunderstandings about Al technologies’ capa-
bilities. Ensuring accurate expectations of what a technology is and is not capable of, fostering risk awareness,
requires understanding mental models of the technology and its terminology [44]. The literature for artificial
intelligence suggests that how Al technologies are presented, including whether it is referred to as machines, as
tools, or as companions influences what human traits or mental capacities are attributed to it by the populace [30].

4.1 Conceptual Terminology Over Time

General notions of automation and stories of thinking machines go back far in history, however, we see the
prominent emergence of the term artificial intelligence in the late 1950s, some time before the 1956 Dartmouth
summer research project [35]. The focus of the 1956 conference was on intelligence and articulating the concept
of intelligence such that machines may simulate it. This theme, of understanding intelligence and endeavoring
to simulate it, remains prominent in the field of Al to this day. Modern descriptions, such as what one finds in a
textbook, refer to the field of Al as being “...concerned with not just understanding but also building intelligent
entities—machines that can compute how to act effectively and safely in a wide variety of novel situations” [125].
While there are many notions and definitions which are used to refer to the field of Al, what we ultimately see
is a split where one camp typically corresponds to “making machines think like humans” and the other “making
machines act like humans” [32]. Representatives of these camps are not limited to particular sub-domains of
Al rather these views may be found across the areas, including natural language processing (NLP), computer
vision, and robotics.

Post-2022 is a world where generative Al, and in particular generative Al based chatbots have become
prolific and public facing. OpenAl, the organization that released ChatGPT to the world was founded in 2015
with earlier forms of what came to be known as ChatGPT existing as early as 2018 with GPT-1; though it was
far from what its successors would become [97]. Even when the advance to GPT-3 occurred in 2022, visibility
was still largely limited as it required API access and was primarily only in the awareness of computing science
experts and other technologists. In 2022 though, we see the first user interface form of ChatGPT released to
the broader populace. The result has been that ChatGPT and the family of models associated with it known
as large-language models (LLMs) have in some ways become synonymous with the term Al itself. That is, as
reflected on by Karen Hao in regards to her reporting on the area,

“While ChatGPT and other so-called large language models or generative Al applications have
now taken the limelight, they are but one manifestation of Al, a manifestation that embodies a
particular and remarkable narrow view about the way the world is and the way it should be” [65].

LLMs more broadly, becoming a center for the Al story is entwined with human perceptions of machines
and language, which has been around formally since 1955 when John McCarthy, Marvin L. Minsky, Nathaniel
Rochester, and Claude E. Shannon proposed a Dartmouth summer research project on Al In their proposal, they
stated that “An attempt will be made to find how to make machines use language, form abstractions and concepts,
solve kinds of problems now reserved for humans, and improve themselves” [100]. Further elaborating on their
intentions, they outlined seven aspects they determined as the aspects of the “artificial intelligence problem”.
Among these aspects, in fact the second one, was the problem of how a computer could be programmed to use
language. The justification for this problem proposed that a lot of human thought consists of the manipulation
of what could be termed language. Thus, one might expect that the ability to acquire and use language would be
a core component to achieving machines that can address “problems now reserved for humans”, and be a way
to achieve “artificial intelligence”. All together, the field of Al has advanced much since its nascent naming.
However, while the public view of Al has been overrun with an awareness of LLMs, both LLMs and other Al
have a frequent reliance on ML.



4.2 Artificial Intelligence and Machine Learning

Oftentimes when researchers and technologists say Al what we are talking about is something that uses ML.
Modern chat-bots, as well as other modern Al systems, regularly employ ML to achieve the desired function-
ality. ML is considered a subset of the Al field and the types of ML can be grouped into supervised learning,
unsupervised learning, and reinforcement learning [125]. The differences across these types of ML include the
goals of the system being produced as well as the way in which data needs to be acquired and prepared for it
to be useful to the system. In supervised learning, the goal is to produce a model that is able to perform its
task well, such as performing classification, on data it has not seen before. Supervised learning requires training
data to be prepared for it with true labels that correspond to the values the model is trying to learn to apply to
data. Unsupervised learning takes in training data without labels with a goal of finding patterns that are under-
standable and of use to humans. Unlike supervised learning, unsupervised learning does not require a corpus
of pre-labeled data to train on. Finally, in reinforcement learning the goal is to learn from interacting with an
environment such that the system learns a behavior in a way that supports some defined purpose within that
environment.

Whether something is Al or ML or even which specific algorithm it uses is not a core issue for this work.
However, in the case of policy and compliance there are distinctions associated with the algorithms in use that
are of significant importance. For example, different algorithmic approaches, all of which fall under the umbrella
of Al, can be either probabilistic or deterministic which has implications for testing, auditing, and transparency.
Similarly, model explainability, and whether a model is more or less explainable does not correspond to a
particular type of ML. However, some ML algorithms are easier to explain, such as decision trees, whereas
others are generally more difficult, such as neural networks [91]. For instance, consider one of the first chat-
bots, namely Eliza, which employs rule based systems where outputs are determined via a combination of pattern
matching and preset scripts [144,145]. Possible outputs from Eliza for any given prompt from a user is bounded,
as it only outputs things from whatever its current script is set as. While the script can be updated or replaced,
ultimately it is possible to reasonably trace why an output was produced. In contrast to this, recent chatbots
like DeepSeek [38], Grok [149], ChatGPT [114], and Google Gemini [57] employ large neural networks each
of which have been trained on a large corpus. All together, the amount of data, the parameters and layers of
the neural network, along with the different ways the organizations behind these Al models have constructed
their output filtration and access controls leads to systems that are infeasible to trace or explain. These chatbots,
which are leaders in being hard to explain, are now being deployed en-masse towards having them used in nearly
every application one could imagine.

4.3 The Visibility of Artificial Intelligence in Applications

Applications of Al prior to 2022 were largely not marketed as Al to the users of those applications. However, in
our post-2022 era, this has completely changed, largely due to the impact of advancements in Al for language,
a domain much more accessible, and thus much more marketable to the public than other domains for Al
The goals of language models include both recognition of speech and recognition of text. What is meant by
recognition determines a lot. Recognition includes speech-to-text, translation between languages, and predictive
text, the last of which is colloquially referred to as auto-complete, an application for Al that has been in wide
use, first in web browsers and then in phones, since the early 2000s [56]. Al has also been widely used in
recommender systems such as for media consumption on Netflix [4, 14] and YouTube [34], in spam filtration
systems [23], in translation [148], in voice assistants like Siri [22], and in fraud detection [8, 105]. Not all Al
applications require sophisticated black-box-esque neural networks. Rather, simpler techniques, including linear
regression, are also quite effective, including for tasks such as predicting changes in housing markets [19, 24].
Random forest, XGBoost and neural networks, have been employed in efforts for wild fire predictions, further
emphasizing that the technical sophistication of the algorithm is not a sole predictor of how useful it is for a
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task [41]. Even in the case of video games, where there is a greater awareness that Al may be used, the Al
includes programmatic solutions in addition to more complex supervised learning, unsupervised learning, and
reinforcement learning approaches [150].

< : « : €
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- . P

B H

(a) DeepSeek (b) Grok (c) ChatGPT (d) Google Gemini

Figure 1: The Google Play store page for the first four results for Al assistant apps on the Google app store as
displayed on September 13, 2025.

Notably, the Al in these applications is “hidden” in that it is working in the back-end of the systems. For
example the users who access their emails or use their credit cards have no need nor explicit information that
the spam folder is produced with the help of Al, or that the flag on their credit card that had a suspicious
transaction uses Al. The details of such workings, or even that these systems use Al at all, stayed with those
who made the systems, audited the systems, or otherwise contributed to their production. Those whose primary
interactions were based on some other task, such as checking email, did not need nor care to know the details
of the automation techniques aiding in their day-to-day interactions. These pre-2022 examples highlight the
prolific, but less visible Al of the time.

Post-2022, we see a surge in visibility of AI. Advancement towards producing machines that manipulate
language formed through a series of evolutions as to what is the best technique for natural language processing
(NLP). These evolutions include, among others, how to process the text by breaking it into parts or n-grams [31],
transfer learning [70], and the “T” in GPT, transformers [141]. After these advancements came forth, we see the
transition to Al assistants, Al chatbots, and marketing that uses the term Al. For example, in the Google Play
store as of September 13, 2025, there are Al assistants from both long established technology companies as well
as more recent ones, which explicitly market their app as “Al”, “Intelligent”, and “the smartest”. We include for
reference the app pages of the first four Al assistants shown on our app store in Figure 1. Further demonstrating
the extensive way Al has become part of the status-quo in terms of public expectations for technologies, there
are even emerging directives from governments on how to adopt Al into their processes [58,61], a call towards
adoption that was not explicit in the regular use of Al predating this point and time.

Al, as with any other technology, cannot be treated as a monolith, nor can it be treated it as a unique
innovation that eludes existing regulatory norms on automation. While LL.Ms have been in the forefront of
conversations, Al is a broad field itself with a breadth of applications, each of which have domain-specific
norms and standards associated with them throughout any development and deployment.
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5 Structuring Life Stages for AI Applications to Identify Privacy Vectors

To determine when and how to use Al, one approach is to consider what the specific technical implementation is,
the consequences of its use, and who is impacted by it [96]. In this section we articulate pertinent life stages of Al
applications. These stages are identified in part, though consideration for the data science life-cycle. Our stages
are formulated to reflect how the processes have changed with advancements of Al as well as to be structured
in ways that correspond to policy, regulation, and compliance. Thus our stages deviate from the data science
life-cycle. Finally, our stages support the identification of where human actions and decisions are made as well
as where technological protections can be implemented when evaluating or assessing novel Al applications.

5.1 Data Science Life-Cycle

The term data science broadly refers to an area of analysis which employs statistics, algorithms, and related
processes over data sets to extract useful insights. The data science life-cycle as presented by Kelleher and
Tierney [80] originates with the CRISP-DM cycle from Chapman et al. [28]. Note there is not just one repre-
sentation of the cycle, but the CRISP-DM cycle does capture the information relevant to our discussion. The
data science cycle allows for moving back and forth between stages, with the stages being defined as ‘business
understanding’, ‘data understanding’, ‘modeling’, ‘evaluation’, and finally ‘deployment’. Overall the idea of
the data science life cycle is that the likely starting point corresponds to identifying some project objectives and
requirements that can be addressed via analysis. Once the project problem is identified, it is now time to collect,
clean and prepare, and gain familiarity with the data for the analysis. The modeling techniques stage could use
any type of analysis methods from basic regression through to complex ML techniques depending on the project
goal. Once the appropriate modeling technique is identified, it is only a matter of testing and verifying it before
finally deploying it to be used for its intended task. We will now use this underlying structure to formulate Al
life stages.

5.2 Al Life Stages

Consider the synthesis of the privacy theories from Section 2 and our claim that the core idea is to define what
is being protected, from who, and who gets to decide. Now, by applying this formulation to Al, we can identify
the relevant details for each portion of our privacy description. First, in terms of what is being protected, we can
formulate it as protecting the training data, protecting the model, protecting the inferences or outputs from the
model, and protecting the people impacted by the system at any stage in the Al development process. Second,
in terms of who we need to protect against, we may be protecting against the entity that collected all the data
(the data owner), those who are the subjects of the data (data subject), individuals within an organization that
is involved at any step of the Al process, and even those who just are using the Al system that is produced.
Finally, who gets to decide is a reoccurring question across every step of the process. While we can argue that
those most impacted should be the ones that make the decision, the reality is that when these decisions are being
made, it can be very far away from those impacted by these decisions. Additionally, those making the decisions,
whether company employees or government actors, are powerful and distanced from the people impacted. These
decision will also require interdisciplinary expertise to ensure accurate consideration for the functionality of Al
as well as the standards within the deployment domain [136]. Through our partitioning of the life stages, we
are able to capture the different points in time that people are effected versus when they may actually have any
power to intercede on their own behalf or on behalf of others. We provide a visual overview of our Al application
life-stages as Figure 2.
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Figure 2: We depict Al application “life” stages of particular relevance for our discussion of privacy, policy, and
compliance. These stages span pre-development through to instances where the Al is retired from use. Note that
despite our numerical ordering, the process can flow back and forth between stages.

5.3 Problem Space Selection

Within our life stages figure, we include problem space selection as a literal gray area. Whether the problem
space is identified prior to data collection, after data collection, or even after the development of an Al tool, at
some point it all comes back to what is the domain and what does it mean to address problems within it. This
particular component, while not necessarily a stage itself, is perhaps one of the most critical parts of the Al life-
stages. This “stage” is when we can stipulate correctness. For example, before we can measure what “accuracy”
is achieved, we need to first ensure that what we have trained the model to assess as being “correct” is actually
correct for that application. Furthermore, we may need to account for whether or not the domain has stable or
evolving notions of correctness. In the case of fields like medicine or dentistry where practices are continuously
advancing or in criminal justice systems where we know historical issues exist, we know that we do not want to
mirror the past’s standards of correctness [139].

For example, if a classification reflects past ways of referring to someone or something, which are now
considered slurs, the model may still probabilistically report that past term since there are a greater number of
examples where that was the answer. Reflecting the past probabilistically, whether our social or scientific past,
is a risk that may be acceptable for some settings, but certainly not when deploying to any high-impact domains
like education or health. In the case of LLMs, they are inherently probabilistic. That is to say, you can give
them the same prompt and they could give different outputs. Therefore, LLMs may largely be inappropriate for
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domains where their probabilistic nature cannot meet the standards of practice for that industry. However, in
order to determine that, we cannot make an assessment based on the insights from only technologists, but rather
we must engage with domain experts.

5.4 Al Life Stage: Pre-Development

From Daily Life to Data. Throughout any given day, data is generated by our actions and engagements with
technology. Every time we access our emails, browse web pages, get captured by video recording doorbells,
data is being generated and collected about us. Our day-to-day actions produce immeasurable quantities of data.
We define the pre-development stage to capture the reality that there are components within the Al life cycle, in
particular in relation to data, that may occur well before any consideration or speculation for using Al

Consider, for example, two “classic” datasets within the field of Al, the Enron dataset and ImageNet [39,84].
ImageNet came to be through collecting billions of photos from web pages, video clips, and Google’s image
search database. All of these images had been captured and then shared on the internet by people who had
no way of anticipating their images would then be taken in the future, collected together with other images,
and labeled by other people to produce a dataset that would then be used to train and evaluate an unknowable
multitude of ML models and image analysis algorithms [39]. Similarly, the employees of Enron could not have
anticipated their regular email communications would come to be the Enron dataset, a corpus of text that exists
due to a fraud investigation which seized the emails of employees as part of the investigation and then released all
the emails to the public. The result was a dataset of communications that has been used by countless researchers
in natural language processing [84].

For both the Enron emails and the images within ImageNet, the origin is human actions or communication
of information. Whether it was taking a photo and sharing it on the internet, sending an email to a spouse, or
to a colleague, all of it was captured by researchers and made into datasets. These two datasets, which receive
prolific usage, not only did not get consent from the data-subjects, the humans who this data came from, but at
the time these people could not even have anticipated their data would be used in this way. Further, we may
attempt to argue that such data scraping practices would not be compliant with current regulations. However, the
current lawsuit against a company for scraping and utilizing data they gathered from the internet [10] suggests
that the practice persists. Data is still being treated as something to be collected for use as a resource to exact
value from regardless of the data origins and despite awareness of the financial and personal consequences faced
by those whom the data originated with. The extraction and exploitation of our data is so prolific we cannot
even begin to understand it with every app we use, every online banking transaction, every credit card purchase,
and essentially every action we take connecting back to a digital representation that goes into datasets we know
nothing of. Even going so far as data being collected by organizations we have never interacted with such as
when data brokers procure data from both public and private sources [20].

From Data to Datasets. After the data was collected, before ImageNet could become what it is today, it first
needed to have the mass collection of images be assigned labels, a task that would be relegated to a labor force
from across the world which would do the task for low pay through the use of Amazon’s Mechanical Turk [5].
The practice of having large scale distributed workforces annotate data quickly and cheaply has become the
status-quo in modern day [12, 65, 119]. While the mass collection and annotation of data has become typical,
that does not mean overcoming the issues associated with these practices are not the subject of investigation.
Attempts have been made to move away from a reliance on large datasets and mitigate the impact they have on
people’s privacy. For instance, in an effort to go beyond traditional anonymization techniques (recall Section 2.3)
the use of synthetic data has been considered. Synthetic data may be generated from sensitive data or from
rules and statistics. However, so far synthetic data has not found much success at privacy protection and has
not proven better than using traditional anonymization techniques, which themselves are not ideal for training
AI[134]. Alternative approaches target the other side of the issue, focusing on transparency and consent, through
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efforts to formulate how data donation could work [143]. Having a data donation style strategy to address to
issues within the pre-development life-stage, while potentially very beneficial, will require a complete overhaul
in current practices, re-centering decisions to align with those whom provide the data and those impacted by it.

The people from whom data originates are generally far removed from the decision makers. That is,
those impacted are not the same as those who make decisions about data. While data protection laws
address some issues, what has become increasingly clear with Al is that the continual treatment of data as
something to be possessed or exploited only serves to increase potential harms by distancing these practices
from their impact on individuals and society.

5.5 Al Life Stage: Development

The development life stage encompasses the aspects of an Al application that are typically determined by tech-
nologists, such as algorithmic techniques, parameter configurations, and testing procedures. This includes con-
sidering measures for privacy leakage from models via empirical measures of the effectiveness of attacks [71,
74,92]. However, there are many factors that impact how successful attacks are such as memorization of training
data, which is, as one may expect, bad for privacy [133]. However, memorization is not just a bad side effect of
the Al training process, but also an important property that corresponds to good performance on data outside of
the training sets [51].

This leaves other specialists, who are Al practitioners rather than privacy attack researchers, without clear
measures to evaluate against. Despite this, the software developers and engineers are the technical practitioners
who code and configure the Al for a system, including the privacy considerations. These considerations can
include protecting the data used to train the model as well as protecting against unauthorized access or use of
the model. When developing an Al application that requires protecting training data, there are many technical
innovations to aid in protecting privacy when training models, including: secure aggregation, differentially
private stochastic gradient descent, and differentially private empirical risk minimization among others [1, 16,
29,42,53,116, 130]. However, identifying what the appropriate technique is to use, or even whether there is
an appropriate technique is not necessarily within the expertise of the practitioners, and thus there is a need for
relevant education, developer tools, and process-oriented support to help practitioners prevent privacy harms
being embedded in their deployments [88].

The technical details, such as the algorithmic techniques and configurations, are determined by technol-
ogists within the development stage. However, whether those configurations are appropriate, and how to
determine their appropriateness for an application requires insight from outside of the development stage,
where domain experts can define what requirements the application has to fulfill and their feasibility.

5.6 Al Life Stage: Post-Development

The post-development stage considers the human decisions and actions that impact the consequences and benefits
associated with the development of an Al application. After an Al application has been developed for some
domain or task, we typically expect it will be deployed. Once the Al system is out in the world, it will either be
in a state of active use or it will be retired and withdrawn from use.

First, consider an Al system that is in active use. In this case, maintenance, accounting for changes in what
is required from the model, and communicating to those who use the model will require human intervention.
Communication is of particular importance, as how people perceive a technology influences their trust in it as
much or more than the reality of what the technology can achieve [11, 52, 83, 145]. Mismatched expectations
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between technological reality and marketing correspond to skewed mental models of Al functionality. Overcon-
fidence in what LLM’s can actually do led to a model being used to replace the jobs of people who were staff
and volunteers at the National Eating Disorder Association’s helpline, at least until the chat bot Tessa had to
be removed from use [146]. The chatbot was removed, as it could not actually provide the aid required. This
means that people were not acquiring correct mental health resources or appropriate conversational support.
Rather, there was an instance where someone who was asking for advice while in eating disorder recovery and
the chatbot instead gave information that was essentially suggesting how to continue having an eating disorder.
Therefore, the over automation of critical support systems in our society is only leading to greater social and
physical failings for the people who depend on these systems.

Even when an Al application has been retired from use, or removed from use after causing harms like the
Tessa chatbot, the impacts of the application can still remain. Consequences from the prior use of an algorith-
mic deployment, such as an Al application, remain and influence individuals and institutions. This lingering
influence is termed an algorithmic imprints by Upol et al. who illustrate its effect in their analysis of an incident
of algorithmic deployment on students around the world, focusing on students in Bangladesh [47]. The algo-
rithmic standardization of the results of the General Certificate of Education (GCE) Advanced (A) Level exams
in 2020 turned out to be critically flawed and biased, negatively impacting university admissions for students
across the world who had taken the exam that year [47,121]. While the exam grades were ultimately retracted
and revised to not use the flawed algorithmic approach, the efforts of the teachers that had to prepare documents
and the experience of those students does not go away. Finally, this deployment was inflicted on teachers and
students globally by the Office of Qualifications and Exam Regulations in the UK, required significant time
investment from the teachers beyond their normal role, and disregarded students preparation efforts. In this
particular story, protests and media coverage along with large scale push back eventually corresponded to the
retraction of the algorithmic scores, but the power to decide to deploy it and to retract it still remained with the
Office of Qualifications and Exam Regulations and not with the students and teachers impacted by it.

There is significant disparity in terms of power as well as pertinent expertise among: those who the data
came from, those who decide to use the data for their chosen purpose, those who decide what measure of
truth to apply to the data, and those who the resulting Al impacts. Therefore, we must consider whether
there should be a way to preserve the right to refuse to participate or be classified by Al

6 Conclusion

Our understanding of what Al means has changed overtime, as has how we use the term data. The meaning
of data changed quickly, but now so too have the consequences of data, such that data protection alone cannot
solve the issues of human privacy in our current society. We can make better systems, but even good systems
can cause harm without consideration for the full picture of who they impact. The reality is that Al systems
necessarily reflect a snapshot in time, the time at which these labels or these notions of correctness were estab-
lished. Changing these over time requires additional training or additional processes to account for the fact that
these models will necessarily not reflect new understandings or new notions of what is acceptable.

Therefore, to advance towards resolving problems at the intersection of Al, privacy, policy, and compliance,
we do not need yet another generalized framework or guideline. Even as early as 2021 there were more than
170 guidelines and frameworks in the broad area of responsible and trustworthy Al, including guidelines that
synthesized collections of guidelines [6,40]. Rather, we need to recognize the importance of domain expertise,
specifically the expertise required to execute the tasks in the settings where Al applications are being proposed.
This means that therapists’ expertise should determine the viability of any proposed use of Al in the therapy do-
main. Dentists should determine the viability of any proposed use of Al in dentistry. Teachers should determine
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the viability of any proposed use of Al as an educator. This is not to state that these experts should speak on how
to implement the Al or whether Al can achieve the standards they identify, but that they are the only ones who
can properly determine what a fail state would be for any form of automation working within their area. This is
the lesson we can learn from the past ages of industry, we do not need to repeat the mistakes of the past where

“...workers are time and again ignored by regulators and governments in favor of entrepreneurs and
their technologies of disruption” [102].

To determine what needs to be developed, the technical feasibility of Al, and the appropriate legal conse-
quences of using Al within a particular domain, the fail states must be determine by domain experts. Corre-
spondingly, policy for Al must be guided by domain experts, and when privacy is a factor, privacy experts must
contribute as well. We cannot rely on the technology organizations or service providing companies developing
Al applications to identify consequences for applications. We must have domain experts collectively work to-
gether with law-makers and technologists if we are to develop technology-agnostic requirements on what matters
in that domain, what failures cannot happen, and what it means for automation to work correctly.
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